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Data 

• Data are abstractions that reveal perspectives of the world we live 
in  

• Usually available as collections of values or networks of concepts  
Data  

Qualitative Quantitative 

• A value is an expression which cannot be evaluated any further (Wikipedia) 

• 3 is a value, 1 +2 is not a value 

• A concept is an abstraction useful for categorization of world entities 
• A semantic network (conceptual network) represents semantic relations between 

concepts (Wikipedia) 

 

https://en.wikipedia.org/wiki/Value_(computer_science)
https://en.wikipedia.org/wiki/Semantic_network
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Quantities 

• Quantitative data are produced by measurement: comparison to a 
given measuring instrument   
• For example: learners’ performance in a standardized test    

Tables from: Tegos, S., Demetriadis, S., Papadopoulos, P., & Weinberger, A. (2016). Conversational Agents for 
Academically Productive Talk: A Comparison of Directed and Undirected Agent Interventions. International Journal of 
Computer Supported Collaborative Learning (to appear)  
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Qualities 

• Qualitative data 
produced by analysis 
of descriptions 
• For example: analysis 

of students’ discourse 

• Qualitative data 
available through 
depictive code (for 
example, images, 
videos) are also 
transcribed as 
descriptions  
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The two ‘worlds’ interact 

• Qualitative decisions are important in the quantitative world 
• For example: how to develop and validate a measuring instrument? 

 

• Quantitative processing is important in the qualitative world  
• Frequencies   processing  

• Scheme-based classification  processing  

• ……………………………………………………………… 

 

• Mixed methods research 
• the mixing of qualitative and quantitative data and methodologies/paradigms 

in a research study  
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Measuring 

• A measure (variable): what do we measure? 
• For example: learner’s learning performance  

 

• A measuring instrument: how do you measure the variable? 
• For example: with a standardized knowledge test     

 

• But not all measurements are the same  
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Levels of measurement    1/2 

• Ordinal  
• Data are ordered but distances between measurement has no meaning  

• For example: a Likert scale 1 (‘Strongly Disagree’) to 5 (‘Strongly Agree’)  

• 5 (‘Strongly Agree’) is ‘more’ than 4 (‘Agree’) but the distance between 5 and 
4 is meaningless 

 

• The mean of an ordinally-measured variable is a meaningful statistic BUT 
prefer reporting mode or median (not mean) for central tendency  

• Nominal (categorical)  
• Data are classified in categories with no 

particular order: e.g. boys and girls   
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Levels of measurement    2/2 

• Interval  
• Distance between data is meaningful but not the ratio (the scale has no 

absolute zero)  

• For example: when referring to temperature measurements ‘distances’ (e.g. 5o 
to 10o) are meaningful.  But stating that ‘20o is double as hot as 10o’ is 
meaningless.  

• Ratio  
• In ratio level of measurement ratios and an absolute zero are meaningful.  

• For example: measuring the learners’ performance in a scale of 0-10 scoring 0 
is meaningful (‘nothing performed’). Also, scoring 10 is performing twice as 
good as scoring 5. 

• Ratio scales is what we need to apply meaningful statistical analysis.  

• For example central tendency (mode, median, or mean), standard deviation,… 
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Research Design in Social/Life Sciences  

• Depending on Sampling: 

• Random assignment   

• Non-random assignment     
(for example, groups taken intact) 

 

• Depending on Groups & Pre/Post Test: 

• Post-test only:  

 

• Pre/Post Test  

 

Randomized experimental design  

Quasi-experimental design  

R X O 

R  O 

R O X O 

R O   O 
more@pytolearn 

http://pytolearn.csd.auth.gr/d1-hyptest/10/resdesign.html
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Key issues when measuring  

• Reliability: how reliable are the measurements?  

 

• Validity: are the measuring instrument(s) valid? 

 

• Generalizability: after analyzing data can conclusions  be 
generalized?  

more@pytolearn 

http://pytolearn.csd.auth.gr/d1-hyptest/10/expdesign.html
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Reliability 

• Reliability in statistics and psychometrics is the overall consistency of a 
measure (Wikipedia) 

 

• In other words: reliability is the quality of ensuring that under similar 
conditions the instrument will produce similar measurements – thus, 
results are repeatable 

• Various types of reliability: inter-rater, test-retest, etc. 

 

• Common reliability measure: Cronbach's alpha  
• Measure of internal consistency, that is, how closely related a set of items are as a 

group (SPSS FAQ, Univ. of Virginia) 

• Acceptable: 0.8 > a >= 0.7 

https://en.wikipedia.org/wiki/Reliability_(statistics)
https://en.wikipedia.org/wiki/Cronbach%27s_alpha
https://en.wikipedia.org/wiki/Cronbach%27s_alpha
https://en.wikipedia.org/wiki/Cronbach%27s_alpha
http://www.ats.ucla.edu/stat/spss/faq/alpha.html
http://data.library.virginia.edu/using-and-interpreting-cronbachs-alpha/
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Validity  

• Validity is the extent to which a concept, 

conclusion or measurement is well-
founded and corresponds accurately to the 
real world.  

• Does the tool measure what it claims to 
measure? (Wikipedia) 

 

• Many dimensions of validity: 
• Construct validity  

• Internal validity  

• External validity  

• ………………………. 

 

Is this statement valid? 

https://en.wikipedia.org/wiki/Validity_(statistics)
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Reliability and validity are not the same  

• …But they are both indicators of quality research  

 

Source 

https://explorable.com/definition-of-reliability
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Generalizability 

• The extension of research findings and conclusions from a study 
conducted on a sample population to the population at large 
(Colorado State University) 

• In other words: what we find in a sample is valid for the whole 
population?  

Population  
Sampling framework  

Sample 

http://writing.colostate.edu/guides/guide.cfm?guideid=65
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True score theory 

Measurement  

True score 

Error 

Random Error 

(affects variability  ‘noise’) 

Systematic Error 

(affects mean  ‘bias’) 

x 

T 
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High quality research features: 

• High Reliability: by eliminating mainly systematic error 

 

 

 

 

 

 

• High Validity:  through argumentation or comparison with other 
validated data sets 

• Representative sampling: eliminating sampling error (by increasing 
sample size and considering stratified sampling) 
• ‘Stratified’: sampling according to subpopulations  

 

https://en.wikipedia.org/wiki/Stratified_sampling
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I got my data, now what? 

• You need a tool to bring your data in the computer and represent 
them in a meaningful way  

• Data ‘wrangling’ (or ‘munging’): the process of manually converting 
or mapping data from one "raw" form into another format that 
allows for more convenient consumption of the data with the help 
of semi-automated tools (Wikipedia) 

https://en.wikipedia.org/wiki/Data_wrangling


sdemetri@UVa, November 2016 

…and what is ‘hypothesis testing’? 

• A hypothesis is a specific statement of prediction relevant to the 
phenomenon under study.  

 

• Example:  

• A research question: Does background music in a multimedia 
learning environment have a positive/negative impact on students 
who use this environment to learn?  

• A null hypothesis H0: “Background music has no impact whatsoever 
on students' learning“ 

• Based on our data we either reject or ‘fail to reject’ the null 
hypothesis - But how?  
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The rationale for hypothesis testing 

• If between groups variability is found to be very large compared to within 
groups then something beyond pure chance is happening   

more@pytolearn 

http://pytolearn.csd.auth.gr/d1-hyptest/10/whathyptest.html
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So, what exactly do we do?  

Procedure Example: t-test 

 
Define a statistic 

  

Compute the value of the statistic 
based on experimental data 

 
t = 3.706 

Check the statistic distribution and 
find the probability that such a value 
appears 

p = 0.0004 

Compare to the threshold value ‘a’ 
(usually set to 0.05)  

p < a (0.05) 

Decide:  
1) p <= a    significant 
2) p  >  a    ‘non significant’ 

Statistically significant 
 The two samples come from different 
populations  
 The treatment factor had an impact 
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Python ecosystem (PE) tools 

• Data management (wrangling or munging): pandas 

• Statistics: Scipy, statsmodels, … 

 

• PE is a general-purpose programming environment (not a statistical 
package) 

 

• Pros: you can implement and streamline any kind of data analysis, you can 
write your own data processing code  

 

• Cons: if your focus is more specific, consider using:  

• R: language and environment for statistical computing 

• SPSS, SAS, etc.: statistical packages  

 

• Comparison of statistical packages@wikipedia 

https://en.wikipedia.org/wiki/Comparison_of_statistical_packages
https://en.wikipedia.org/wiki/Comparison_of_statistical_packages
https://en.wikipedia.org/wiki/Comparison_of_statistical_packages

